
SalesBot:
Transitioning from Open-Domain to Task-Oriented Dialogues

Ssu Chiu Maolin Li Yen-Ting Lin Yun-Nung (Vivian) Chen
https://github.com/MiuLab/SalesBot

Summary

Framework

Human Evaluation

Conclusion

Ø Background (Open-Domain to Task-Oriented) Ø Motivation
• Connect Different Dialogues: Open-domain and task-oriented dialogue systems have been

widely studied separately due to their different purposes.
• Trigger Business Opportunities: How to smoothly transition from social chatting to task-

oriented dialogues is important for triggering the business opportunities
• To capture the suitable timing to promote the target products/tasks
• To naturally and smoothly promote

Ø Contributions
• Propose a flexible and scalable framework which:
• Involves simulated users and salespersons to automatically generate dialogues.
• Allows researchers to freely replace simulated users/salespersons and generate unlimited

dialogues for semi-supervised and unsupervised usage.
• Generate new type of dialogues: The dialogues starts from open-domain social chatting and

then gradually transitioning to task-oriented purposes.
• Release Dataset: The first large-scale dataset, which contains the automatically generated

dialogues and detailed human annotations for future research work.

• Propose a novel framework to generate dialogues that naturally transition from open-
domain to task-oriented scenarios without heavy human efforts.

• Human evaluation shows that the generated dialogues have a reasonable quality with
natural conversation flows.

• The released data/tools can be used for training agents with sales’ behaviors.

Ø Task-Oriented Dialogue Generation
• Append the corresponding task-oriented dialogue:
• Strategy 1: Append a task-oriented dialogue whose intent is the same with

the detected one, taken from an existed dataset (SGD).
• Strategy 2: Additionally train two simulators on SGD (User BlenderBot and

Task-Oriented Sales BlenderBot), and they talk with each other.
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Simulated User Simulated Salesperson

My son is 2 and a half. He is handful, but I love him so much.

No, I don’t. I work too much to have time for one. How about you?

I work at a library. It’s a lot of fun, and I get to meet lots of interesting people.

I like to read a lot. I also like to go to the movies. What about yourself?

That’s adorable. I have a 2-year-old son and he’s the same way. Do you have any pets?

I work a lot too. I’m a stay at home mom. What do you do for work?

Are you interested in watching any movie?

That sounds like a fun job. I bet you meet some interesting people at the library. What else do you like to do?

I’m looking for a movie to watch. A regular showing would be fine.

I’m in San Francisco, please look for movies there.

Where are you located?

There are [COUNT] movies you can watch. What do you think of [MOVIE_NAME]?
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Ø Open-Domain Dialogue Generation
• Two open-domain bots (BlenderBot): As the simulated user and salespersons.
• Generation: Keep self-chatting until the user potential intent is detected.

Ø Chit-Chat to Task-Oriented Transition
• Task-Oriented Intent Detection Output:
• Yes: A potential user intent is detected→ Transition Turn Generation
• No: Not detected→ Stays at Open-Domain Dialogue Generation

• Transition Turn Generation: Generate a turn to smoothly transition from chit-
chat to the intent-related target task dialogues.

Ø Task 1: Generated Entire Dialogue Evaluation
• Q1 Relevance: How relevant is the recommended product

or service to the conversation context
• Q2 Aggressiveness: How aggressive is the salesperson's

communication strategy?
• Q3 Overall: Do you think the sales conversation is overall

a good example of making a sales recommendations?

Task-Oriented Intent Detection (Zero-Shot Detector)
• A Question-Answering System: To detect whether the user currently has an

implicit intent related to a target task:

Ø Task 2: Generated Transition Turn Evaluation
• Q1 Right Time: Is it a good timing to make the transition?
• Q2 Relevance: Is the transition relevant to the conversation

context?
• Q3 Aggressiveness: Is the transition aggressive?
• Q4 Overall: Do you think it is overall a good transition?

Ø Task 3: Different Intent Detector Comparison
• Rank 3 detectors by the detected intents' relevance to a

conversation context. The detectors are pre-trained on:
1) SQuAD 2.0 + fine-tune on SGD
2) SQuAD 2.0 + Commonsense Data + fine-tune on SGD
3) several QA datasets (NOT fine-tune on SGD)

Analysis:
§ Detector 1 and 2 perform almost the same, implying

that pretraining on extra commonsense data may
not improve the ability of detecting implicit intents.

§ Detector 3 is worse than other detectors, indicating
the ability of detecting implicit intents cannot be
easily transferred.


